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Native tests from kernelci-core
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1. Test every change
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1. Test every change
2. Give feedback



The Metrics of CI

18



The metrics of CI

19

Coverage
How much functionality is tested



The metrics of CI

20

Coverage
How much functionality is tested

Latency
How fast feedback is produced



The metrics of CI

21

Coverage
How much functionality is tested

Latency
How fast feedback is produced

Reliability
How reliable feedback is
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Coverage
How much functionality is tested

Latency
How fast feedback is produced

Reliability
How reliable feedback is

Accessibility
How easy it is to understand feedback



The ✨ideal✨ CI
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Coverage
Everything is tested

Latency
Instant feedback

Reliability
Always spot on

Accessibility
Just says what's broken
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🎉 Worse than NO CI 🎉
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● Coverage
○ Nobody seems to know



Coverage example
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Where are we?
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Coverage
Nobody seems to know

Latency
Several hours to weeks, pre-merge rare

Reliability
Manual review required in many cases

Accessibility
Area-specific, disparate
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Coverage
Hardware availability

Latency
Hardware availability

Reliability
Hardware and kernel reliability

Accessibility
Hardware availability, kernel complexity



Challenges

38



Challenges

39

Coverage
Held back by other metrics



Challenges

40

Coverage
Held back by other metrics

Latency
Unsafe pre-merge CI, slow human reviews



Challenges

41

Coverage
Held back by other metrics

Latency
Unsafe pre-merge CI, slow human reviews

Reliability
Kernel/tests desync



Challenges
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Coverage
Held back by other metrics

Latency
Unsafe pre-merge CI, slow human reviews

Reliability
Kernel/tests desync

Accessibility
Disparate reports/dashboards



Challenges Compounded
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Low Reliability and Accessibility
● Low developer trust towards results

○ No gating, constricted test/code feedback
■ Improvement process starved
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Low Reliability and Accessibility
● Low developer trust towards results

○ No gating, constricted test/code feedback
■ Improvement process starved

High Latency
● No gating
● Bugs stay in public code longer

○ More time wasted by everyone
■ Less time for improvement
■ More Latency
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Dog tax!
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Luna 💖
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What we can't do?
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● Kernel community is not a single team
● Not a single company
● You cannot force people to look at test results
● "Enable gating then fix the tests" doesn't work
● We have to fix them first, gain ✨developer trust✨



The key thing
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✨ Developer Trust ✨



So what can we do?
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Coverage
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Attract more companies into testing
— more hardware, more tests, more coverage
● If you have your own CI system

○ KernelCI KCIDB interface is easy to use
○ Help improve KCIDB reporting

● If you'd like to contribute hardware
○ Set up a LAVA lab and connect to KernelCI

● Write to kernelci@lists.linux.dev

https://kernelci.org/docs/kcidb/submitter_guide/
https://kernelci.org/docs/labs/lava/
mailto:kernelci@lists.linux.dev


Latency
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More pre-merge testing — less bugs in public code,
less time spent triaging, faster feedback!
● Use Patchwork for picking patches

○ Test safely what you can
● About 50 repos are already on GitHub/GitLab

○ Offer integration with your CI system
○ KernelCI is planning to offer its own
○ "The authenticated user gets the hardware"

● Encourage maintainers to use "git forges" for patches
○ CI integration and PR testing as selling points



Latency
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One test at a time
● Talk to maintainers
● Offer to test a staging branch
● Pick and choose a few most trusted tests to start
● KCIDB subscriptions can help with that

○ Want just that one test for your branch?
○ Particular compiler, architecture?
○ From all testers, or just some?
○ We're here for you - sign up!

■ Write to kernelci@lists.linux.dev

mailto:kernelci@lists.linux.dev


Latency
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Automated triaging — more reliability, faster
● Results still need reviews, let's make them easier
● KCIDB is building a triaging system for aggregated 

results, we need your help!
● References: GFX CI, CKI, syzbot



Latency
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https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/

https://kcidb.kernelci.org/
https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/
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https://kcidb.kernelci.org/
https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/
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https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/

syzbot

https://kcidb.kernelci.org/
https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/
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https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/

syzbot

https://kcidb.kernelci.org/
https://archive.fosdem.org/2022/schedule/event/masking_known_issues_across_six_kernel_ci_systems/


Reliability
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Move tests in-tree — no desync with code,
"official" tests attract contributions
● Start with most popular and well-developed ones

○ LTP?
● Integrate into kernel documentation
● Help backport to older branches

○ Stable?
● Prioritize execution of in-tree tests in CI

○ Shorten the loop



Accessibility
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Uniform reports/dashboards — time saved
● We're here for you - sign up!

○ Write to kernelci@lists.linux.dev
● Give us your requirements and use cases!
● Contribute your reporting templates!
● Help development!

mailto:kernelci@lists.linux.dev
https://kernelci.org/docs/kcidb/developer_guide/


All together now
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Thank you!



Join Us!
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Main repos on GitHub
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https://github.com/kernelci/?q=kcidb

https://github.com/kernelci/?q=kcidb


A bunch of "good first issues"
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https://github.com/search?q=is:issue...

https://github.com/search?q=is%3Aissue+is%3Aopen+label%3A%22good+first+issue%22+repo%3Akernelci%2Fkcidb-io+repo%3Akernelci%2Fkcidb


IRC channel
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#kernelci at
libera.chat


