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WITH YOU TODAY…

WE’RE LOCATED IN LUCERNE, SWITZERLAND

Marcel Ziswiler 

Software Team Lead - Embedded Linux BSP

Toradex

• Joined Toradex 2011

• Spearheaded Embedded Linux Adoption

• Introduced Upstream First Policy

• Top 10 U-Boot Contributor

• Top 10 Linux Kernel Arm SoC Contributor

• Industrial Embedded Linux Platform Torizon
Fully Based on Mainline Technology

 Mainline U-Boot with Distroboot

 KMS/DRM Graphics with Etnaviv & Nouveau

 OTA with OSTree

 Docker resp. Podman



WHAT WE’LL
COVER TODAY…

• What is the goal?

• AT, CI/CD landscape

• Lessons learned

• Open discussion
AGENDA



What is the Goal of This Whole AT 
and CI/CD Stuff?
• Deliver more often and better-tested software

• Catch regressions
 

• Manual testing very cumbersome

• Submitting sub-par patches on mailing lists annoys everybody



How Does our AT and CI/CD 
Landscape Look Like
• Source code management (SCM): GitLab

• Build infrastructure: Jenkins

• DevOps artifact/binary storage: JFrog Artifactory

• Automated testing: LAVA board farm

• Linked to further infrastructure

 Confluence/Jira

 Email

 Slack

• So far all running on-premise

 Board farm anyway needs close “local” attention/monitoring

 Running hundreds of full Yocto Project builds every night will
bear high costs if deployed to commercial cloud



GitLab Source Code Management 
(SCM)
• Any source code (and configuration) change requires merge request

• Merge requests need at least one reviewer/approver

• Upstream first with internal pre-approval process

• GitLab CI to catch regressions

• Most upstream projects already have some form of AT resp. CI/CD integration available

• Coping with various branches/versions might require quite some integration effort (e.g. different tooling required)



GitLab
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Jenkins Build Infrastructure

• Build complete Yocto Project images

• From source code to artefacts

• Triggers automated tests



Jenkins



Jenkins



Artifactory DevOps Storage

• Storage and retrieval of DevOps artifacts/binaries

• Handles everything incl. SBOMs and test reports



Artifactory



Artifactory



LAVA Automated Testing Board Farm

• Board farm

 Organised in shelfs

 Per shelf controller featuring a Cypress USB micro controller taking care of power, recovery mode and reset signals

 Integrated USB hubs and/or FTDI USB-to-serial adapters

 Ethernet switch

 Featuring carrier boards for one family of SoMs

 Goal: Only one Ethernet, power and USB cable per shelf, otherwise self-contained

 Also used for validation and verification in temperature chamber

 Power supplies

 Accompanying testing infrastructure

 Every hardware interface with loopback or peer for real-life testing

 Start in recovery mode, flash entire Yocto Project images, boot the “real” thing



LAVA



Board
Farm
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Lessons Learned
• 99% reliability not enough: All processes and infrastructure must be highly reliable

Sporadic issues with single devices testing, such appearances will scale up with amount and frequency of your tests, 
stakeholders loose trust in test results and whole infrastructure

• Test infrastructure needs to be resilient: Even if some hardware issues will remain
Everything that could possible go wrong, will go wrong one day.
If you can not fix sporadic issues at least make infrastructure resilient to come over such sporadic issues

• Scaling up is not linear: Unexpected things will happen when scaling up
Single devices working smoothly on your desk will start behaving wired if you scale up.
E.g. Flashing devices via uuu/USB may work completely fine with one devices. Scaling up we saw crashes of the 
whole USB stack (root hub got broken). Getting things robust takes a lot of time and effort.

• Manage infrastructure as code: Manage your device fleet in code.
Using Ansible to provision our infrastructure and manage devices running in Lava makes your setup very reproducible 
and documentation is also done by design.

• Test infrastructure is teamwork: Infrastructure can not be outsourced to a "Testing Team"
Software and infrastructure teams have to collaborate tightly or even be one combined team for a while.

• Test infrastructure is a process not a project: Test infrastructure is like an organism that grows and changes
It needs love over time and processes and setup needs to be adapted to requirements over time.



Open 
Discussion



References

• GitLab
https://about.gitlab.com

• Jenkins
https://www.jenkins.io

• Artifactory
https://jfrog.com/artifactory

• LAVA
https://validation.linaro.org



THANK YOU
FOR YOUR INTEREST

www.toradex.com  |  www.torizon.io  |  developer.toradex.com
community.toradex.com   |   labs.toradex.com
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