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Traditional cross-platform development workflow

The GNU Project
Debugger

intel' 3

Software




Traditional cross-platform development workflow on multiple host platforms
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Scalability of the traditional cross-platform development model
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What is CROPS?

CROPS 1s an open source, cross-platform development framework
that leverages Docker containers to provide an easily managed,
extensible environment which allows developers to build binaries for a
variety of architectures and use native Linux tools on Windows, Mac
OS X and Linux hosts.

(inteD OpenSource

Software TECHNOLOGY CENTER




What Value does CROPS provide?

CROPS provides the following capabilities:

a solution to allow cross building for different targets from Windows, Mac, &
Linux hosts

the ability to leverage Linux based tools in addition to the cross compiler e.g.

bitbake, image creator, kernel menuconfig, perf, oprofile
a path to embrace the cloud as part of the solution

an alternative to a full Linux VM

easy toolchain distribution and updates

a clean, reproducible state for development and testing
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Native Solution

Port the Linux toolchains for all the desired architectures to each of the desired hosts

No added complexity from containers Need to qualify N toolchains on M hosts

Based on well known technologies Windows represents several hosts (7,8,8.1,10,
future...)

Meets user expectation for a toolchain Toolchain updates are likely monolithic, making

app rollbacks harder

Easily polluted by host environment

Remote builds infeasible
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Containers Solution

Leverage containers to solve problem needs while relying on the host for the graphical IDE

Need to qualify N toolchains on only 1 Containers add additional level of
container complexity (largely hidden)

Easy toolchain distribution, updates, and Based on forward-looking, state of the art
rollbacks technologies

Isolated from host environment
Supports remote builds

Active community support enabling containers
on different hosts

The primary advantage of containers is that we concentrate on the API and what is inside the
container while others manage the issue of making it work on diverse platforms.

Intel
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Scalability of the CROPS development model

DEVELOPMENT HOST (N) CROPS SDK(M) TARGET PLATFORMS (M)
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Available
What the framework allows Opportuniios

Other custom
Development Host Toolchains  toolchains can

be added
REGISTER

+ Request toolchain DISPATCHER
* Build project

Windows Visual
Studio Plugin

XCode Plugin

Source code and meta data

Shared Cloud
Host Folder | ... OR ...... Share
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How CROPS works

/ Development Host Build Device Conﬁ\
(Windows, Linux, Mac OS X)
SERVICE REQUEST . Build Device
B Agent

Host Build

| DISPATCHER .
Toolchain
COMPILER OUTPUT | |
TARGET IDE I
MinnowBc} (Eclipse,
Edison Resue | VisualStudio,
Cales READ/WRITE
Shared Cloud
Host Fold ....... OR ...... Share
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Current Status — Project Home (https://git.yoctoproject.org/cgit/cqit.cgi/crops/)

crops - CROPS cross X
€« C' f [) https://gityoctoproject.org/cgit/cgit.cgi/crops U B3 =

| ¥ Apps  For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

)’OCtO . index : crops

PROJECT

a E!i“m refs log tree com iff stats m-m

Branch Commit message Author Age
master installers: add gdb wrapper script to Zephyr installer Todor Minchev

Age Commit message Author
installers: add gdb wrapper script to Zephyr installer - Todor Minchev
scripts: add gdb wrapper script Todor Minchev
README: Update README Todor Minchev
installer: moved platform check to top of script so we only do it once brian avery
installer: added a check for docker installation brian avery
installer: install ceed for mac Todor Minchev
installer: pass codi ip address to ceed on Windows and Mac Todor Minchev

2016-03-01 installer: add a universal crops installer for Zephyr builds Todor Minchev

2016-02-26 travis: force docker version to be 1.10 brian avery

2016-02-26 travis: add docker version so we know what we are running on brian avery

[-]

- wd ) b md wh wd =h -

Clone
git://git.yoctoproject.org/crops
http://git.yoctoproject.org/git/crops

generated by cgit v0.10.2 at 2016-03-18 16:59:43 (GMT)
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Current Status - GitHub mirror with wiki (https://github.com/todorez/crops)

) Home - todorez/cro; x

€« > C M |8 GitHub, Inc [US]| https://github.com,

orez

Apps For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

1 . Install Docker

Windows users can download the standard Docker Toolbox installer package for Windows

These are the choices you need to have selected when you do the DockerToolbox installation
on Windows.

=

Select Additional Tasks
Which additional tasks should be performed?

Setup - Docker Toolbox - o IEE

Select the additional tasks you would like Setup to perform while installing Docker
Toobox, then dick Next.

[] Create a desktop shortcut

[¥] Add docker binaries to PATH

[¥] Upgrade Boot2Docker VM

[¥] Install VirtualBox with NDISS driver [default NDISS]

<Back Next > Cancel

-

Mac users can download the standard Docker Toolbox installer package for Mac OS X
2 . Run Zephyr Installer

Now you need to run the Zephyr installer from the Docker Quickstart Terminal. From within the
Docker Quickstart Terminal do

» Pages

Add a custom sidebar

Clone this wiki locally
https://github.com/todorez; [E&

&1 Clone in Desktop
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Current Status — DockerHub (https://hub.docker.com/r/crops/)

- O X

& https://hub.docker.cc x
€« > C A & https://hub.docker.com/r/crops, % E e =

i¥2 Apps For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

Dashboard Explore Organizations Q Search Create

ops/toolchain 0 46K >
public STARS PULLS DETAILS
crops/cod 0 90 )
public STARS PULLS DETAILS
crops/zephyr 0 51 >
public STARS PULLS DETAILS
p Op 0 27 >
public STARS PULLS DETAILLS

® Joined December 2015
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Current Status - CLI

MINGW®64:/c/Users/tminchev.GER — O X

:2e79b498571d320a33d302bcb88cd9S+fd3a0d8b43d3819b2662Fa9bo6abca712 e
:4d65cc431093F73bed46e1494d3d7¢c970b1d8a51427021d68399Fafb87ca28dde
:d9d81958beda8c39elfl6c2a2ddé6ccéba9cla2be2293ec019876627a9a3ff701
:1e©5dd52e2b9abeb32e8c8128165F9e991ca2a2+fd95549bcc481c8cb3637958a
:3eel83acd4dc340e2c50979ac839cOfdc6alb7096711Ff46F8e579F28c99a72db1l
:1cclcd984c41+db75F08FTel7231c4cO6T9ccd473ee2884FF4e44954a0d93d7F5
:c8529bd7baeBfelo9b7165a052ae21bed46d14978b70e969a8342ee36bc7caacé
:258213312842a435c96e662c9Tf8b6ec9d93942c33adddd42f3efb247cadcb?2

THE CROPS ENVIRONMENT HAS BEEN SET UP

Initialize Zephyr environment for CLI use

Example

/c/Users/tminchev.GER/.crops/ceed/ceed -i 192.168.99.100 -d crops-zephyr-0-7-2-s
rc -g "git clone --branch v1.©.0 /zephyr-src /crops/zephyr-project/"

ou can now build Zephyr applications from the CLI

Example

/c/Users/tminchev.GER/.crops/make.zephyr BOARD=arduino_101 -C /crops/zephyr-proj
ect/samples/nanockernel/apps/hello_world/

intel‘ ‘ Intel
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Current Status — Eclipse IDE plug-in

File Edit Source Refactor Navigate Search Prc & C Project O >

= - S - -~ = = - a3 : N Ee

VL - | _ = C Project — Gk —
5 Project Explorer 2 == = ~ = B8 | El Ta. = B3

- Project name must be specified

1e is not available.

Project name: |

Use default location

C\Users\tminchev.GER\crops-workspace Browse...
default
Project type: Toolchains:
&= GNU Autotools CROPS Toolchain

~ (= Executable

Zephyr Hello World C Project (microkernel) 5
Zephyr Hello World C Project
> Shared Library

Static Library

Makefile project

® Empty Project
= P; 0 Hello World ANSI C Projeft F e
N | ® Zephyr Hello World C Project (nanokernel) | —
o ct °
®

ree

Show project types and toolchains only if they are supported on the platform

(’;?) < Back Next = Finish Cancel

O items selected
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Future Plans
e RESTful API

* Current framework uses Internet sockets

* Firewalls allow only well known ports through (e.g 80, 443)
* Remote Toolchain/Projects Support

* Host toolchain containers remotely

* Store project workspaces remotely

* Share toolchains
* Toolchain descriptors

* Describe toolchain capabilities

* Supported architectures

* Default compiler flags
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Future Plans

* Dynamic Eclipse IDE Ul
* Provide different UI perspectives based on toolchain capabilities
* RTOS builds vs userspace application builds
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Challenges

* Remote Projects Support
* File synchronization
* Depends on Internet connectivity

* Binary File Diffs

* Debugging from Eclipse on Windows
* Pseudo terminals on Windows
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CROPS Team

Todor Minchev
todor.minchev(@linux.intel.com

Brian Avery
brian.avery@intel.com

Tim Otling

timothy.t.orling@intel.com
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Legal Disclaimer

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY
ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS
DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS
OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR
WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR
INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

*  Other names and brands may be claimed as the property of others.

Copyright © 2016 Intel Corporation.
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