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For years, designers of automated testing systems have used ad-hoc designs
for the interfaces between a test, the test framework and board farm software,
and the device under test. This has resulted in a situation where hardware
tests cannot be reused from one lab to another.

This talk presents a proposal for a standard APl between automated tests and
board farm management software. The idea is to allow a test to query the farm
about available bus connections, attached hardware and monitors, and other
test installation infrastructure. The test can then allocate and use that
hardware, in a lab-independent fashion. The proposal calls for a dual
REST/command-line API, with support for discovery, control and operation -
of hardware and network resources. It is hoped that establishing a standard in
this area will allow for the creation of an ecosystem of shareable hardware
tests and board farm software.

www.timesys.com ©2020 Timesys Corp.



“timesys

Problem statement

Introduction to Embedded Board Farm Cloud
Use cases for REST API

Board FARM API details

Issues encountered

What’s next?




There are many tests but no standardized way of running tests on physical
devices

There are many different Test Frameworks

There are a few Board Farm frameworks but there is no standardized way
to use different Test Frameworks or run tests

Every farm implements test infrastructure differently
Many labs use ad-hoc infrastructure
Tests written for one lab do not work in another lab

Nobody can share tests

Solution:
Creating a standard method to access a Board Farm allows:
Board farms infrastructure technologies can evolve separately from the
interface to the farm
Tests can be written that work in more than one lab
Test Frameworks can work with more than one lab
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GPIO test, Serial Port test
Need to control two endpoints
One on device under test (DUT) and one external endpoint

Audio playback test
Need to control two endpoints
One on device under test (DUT) and a capture device

Power measurement (via external power monitor)
Need to control two endpoints:
Application or workload profile on DUT
Capture of power measurement data on external power monitor

USB connect/disconnect (robustness) testing
Need to control two endpoints:
Application or monitor on DUT
USB hardware external to board (drop/re-connect vbus)
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Netperf test
Need to manage two endpoints
Netperf client (on DUT)
Netperf server (off DUT)
May want exclusive use of netperf server for a single node or set
of nodes during a test
Need to discover server address (specific to lab)

Boot test
Need to manage many devices (DUT, storage, serial, and power
controller)
DUT: Provision the DUT
Storage controller: install kernel and/or root fs
Serial controller: capture DUT serial line (for console output)
Power controller: turn power off/on
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Test Framework A Test Framework B Test Framework C

CLI APls APIls
REST API
Board Board Board
Farm 1 Farm 2 Farm 3
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Test Framework A Test Framework B Test Framework C

CLI APIs APIls
REST API
GPIO
Power | | — | endpoints
control B d Power
] oar measurement
in lab \
Network Storage Audio/Video
USB capture
endpoint
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API proposal
3 parts
REST API
Command line interface
Environment variables

REST API based on https and JSON
Extension to LAVA REST API
Only requires curl and jq

Command line tool
Same operations as REST API
Suitable for automated use, as well as human interactive use

Environment variables

Used to communicate values to test program on target
Stored in /etc/test-config, or passed in program environment
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Timesys Embedded Board Farm Cloud Architecture
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Enterprise Network

The Timesys EFC is a unique solution that bridges geogrophicol gops ond presents the shared hardware as if it were locally sitting next to the user with full control.
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Multi-user Access from
anywhere

Board Dashboard Master Zombie Device

Image and File transfer
management
Centralized Board Management Worker 2

On-Premises

Cloud

User management
Worker 3

Zombie management

Standard off-the-shelf PC/Server

EBF Master Docker
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Zombie (red)
App/Test Server (blue)

=timesys®

10-Cx | Power Control
USB hotplugs

Ethernet hotplugs

SDMUX

USB MUX

12C bus connector

GPIO connector
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Sign in Active Devices - excluding refired

Visit All Devices

Actions

Allocate the device
LaunCh CO“SOIG Show| 50 v entries Search 2]

Device Name li Device type It Device status |t  Assigned To It tags It Zombie Worker it Device Port It I0CX Connected it Mux Mode {f Actions
Reti re Device am3354_respironics-1 am335x Idle — BFZombie1 6 False NA
am335x_evm-1 am335x Idle bill.canfield BFZombie7 9 False NA
Vis it My Devi ces am3517_evm-1 am35XX Idle — BFZombie1 3 False NA
am437x_evm-1 am437x Idle zigiria.kalmara BFZombie2 4 False NA
amcc405gp-1 PowerPC Idle — BFZombie2 8 False NA
amcc460ex-1 PowerPC Idle jayachandra k BFZombie2 12 False NA
android_raspi3-1 RasPi3 Idle shyam.prasath BFZombie7 3 True SDMUX
ARK_1124H-1 intel_atom_e3940_q_SoC Idle brian.bender BFZombie2 6 False NA
My Devices
> an > Active 3

Actions

Refresh I0CX Status

Show 50 v  entries Search Ei
Device Name J& Device type It Device status It tags It Zombie Worker it Device Port | Mux Mode It I0CX Connected It Actions

raspbian RasPi3 Idle BFZombie5 3 SDMUX True E > SSH || NAT
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Device must be allocated to access this page

m SDMUX: device Hotplugl Hotplug2 Hotplug3 Hotplugd

>_ Console Session ~

Serial

SSH Co

ADB @ Capture Screenshot

Don't see Streaming, wait for 10 seconds. In case streaming still doesn't start, click here.
After clicking this link Streaming should start within 7-10 seconds.

B video Streaming
=) Audio Streaming

Ed image Browser

4 Power ® +

off

on Power Cpntrol

reboot

2 Boot Media -

® Network Boot

2 Release Device

O info

Live Streaming

i

—
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Device must be allocated to access this
page BFC-TAS ' Device bbb01 (DUT1) ' Console bbb01

Power Control

Console

Green = ON m SDMUX: device Hotplugl Hotplug2 Hotplug3 Hotplug4d E
Red = OFF

New Console Session Yiszeens ’

8 bone_capemgr lev/mmcblkipl ro rootfstype=ext4 rootwait coherent_pool=1M net.ifname quiet]
80

>_ Console Session ~ = p
## Flattened Device Tree blob at 88

Serlal Booting using the fdt blob at

Serial ® Loading Ramdis c27000
SSH reserving fdt memory region
Loading Device Tree to 8fba
SSH
adb (And r0|d) Starting kernel ...
ADB .001590] timer_probe: no matching timers found
e dmi: Firmware registration faill
IO-CX Menu B Video Streaming 0 wkup_m3_ipc 44e11324.wkup_m3_ip uld not get rproc handle
R = 3 omap_voltage_late init: Voltage - support not added
G —_ d H t II d 3 1 1] hdmi-audio-codec hdmi-audio-codec u ASoC: no source widget found for P
reen - eVICe Con rO e ) Audio Streaming 5 hdmi-audio-codec hdmi-audio-codec : ASoC: Failed to add route Playback

A[[71;2

Red = Zomble Controlled Debian GNU/Linux 9 beaglebone

L4 Image Browser
BeagleBoard.org Debian Image 2018-06-17

SDcard BOOt Support/FAQ: http 1inux.org/Beagleboard:BeagleBoneBlack_Debian

% Power © ~

Network BOOt #™ Boot Media - SDCard

default username:password is [debian:temppwd]

beaglebone login: root
Last login: Thu Jul 30 © :36 UTC 2020 on tt

Release DeVice © Network Boot The programs included with the Debian GNU/Linux system are free software;

the e distribution term E h program ar ribed in the
_~: Release Device individual files in / re/doc/*/copyright.

Debian GNU/Lin comes with ABSOLUTELY NO WARRANTY, to the extent
O info mitted by applicable law.
root@beaglebone:~# []

®
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Timesys
1 Web UI/CLI
<«
REST APl GPIO
»i ‘1',\\!.
Sony Timesys
Embedded Board Farm Embedded Board Farm
| H
Board 1 Board 2 Board 3 Board 1 Board 2 Board 3
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Assumption:
Lab knows the binding of DUT and the
controller - Query the controller ID and types
1. Manual Execution
a. Loginto DUT
b. Set GPIO pins on DUT
c. Read GPIO from Lab Controller using
REST API
2. Test Script
a. Set GPIO pins on DUT
b. Read from DUT GPIO from Lab
Controller using REST API
3. Test Automation
a. Test job to Auto deploy on DUT (Test
job include script to set GPIO on DUT
and and invoke Lab Controller API
b. Run Test
DUT c. Collect results

Resource Read GPIO (Rp|4)

(REST-API)

Login or Test Job

Lab

o B

gpio end point gpio end point # running test on bfc.timesys.com:raspi4_gpio
ok 1 - check for /sys/class/gpio

# Lab endpoint prepared to read.

ok 2 - gpio20 directory exists

ok 3 - check that gpio 20 has direction 'out'
# value read from lab endpoint=1

ok 4 - write a 1 to gpio 20

# value read from lab endpoint=0

ok 5 - write a © to gpio 20
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Slaeaeee - _____________________________________________________________________ _____

€ > C & bfctimesys.com/scheduler/job/1607 w elncogmto O

4
Timesys {Z) Zombies ~ & Devices » & Tests ~ & Scheduler « Ml Resulis » ¥ APl ~ © Help ~ A Ankit Gupta
LIOSANY LEsSL Sl uol.
+ set +x
<LAVA_SIGNAL ENDRUN 1 _test-job 1667 _1.1.4.5> Pipeli ‘
Received signal: <ENDRUN> 1_test-job 1607 _1.1.4.5 ipeiine

Ending use of test pattern.

Ending test lava.l test-job (1687 _1.1.4.5), duration 1.62
case: 1_test-job

definition: lava

duration: 1.63

nNamespace: common

path: inline/test-job.)

métadata: [object Object]

run: [object Object)
result: pass

revision: unspeci
wuid: 1607_1.1.4.

ok: lava_test_shell seems to have completed
GPIO_Vest:

result: pass

set: udt.
end: 3.1 lava-test-shell (duration 90:00:07) [common])
end: 3 lava-test-retry (duration ©0:00:07) [common]
start: 4 finalize (timeout 16:00:80) [common]
start: 4.1 power-off (timeout 60:01:60) [common)
end: 4.1 power-off (duration 60:00:00) [common]
case: power-off
definition: lava
duration: ©.66

extra:

level: 4.1

nane |).'IC('. common

result: pass

start: 4.2 read-feedback (timeout 10:60:88) [common] &
Listened to connection for namespace ‘common‘ for 1s

Finalising connection for namespace ‘common'

root@raspberrypi:~# logout

end: 4.2 read-feedback (duration ©0:00:01) [common]

end: 4 finalize (duration ©0:00:01) [common]

Cleaning after the job

Root tmp directory removed at /var/lib/lava/dispatcher/tmp/1687
Job finished correctly

case: job

gefinition: lava

result: pass

Top of page A
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https://docs.google.com/file/d/1ChgJ7Q4OHsTrfjP9zDovwX5If6X5cjD6/preview
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http://{EBF IP Address}/api/<DeviceName>/gpio/
<command>/<gpio_pin_pattern(location)>/<gpio_pin_data>

Result Format:

{“result”:
{“result”: “fail”, "message":

success”, “data”: <API dependent>}
": "<reason for failure>"}

set_mode Lab Pin #(decimal)

note: 'mode' refers to read or write

get_mode Lab Pin #(decimal)
write Lab Pin #(decimal)
read Lab Pin #(decimal)

set mode_mask Lab pin locations pattern mask

get_mode_mask Lab pin locations pattern mask
write_mask

Lab pin locations pattern mask

read_mask Lab pin locations pattern mask

www.timesys.com

{read /write }

Oor1

0-255

(for a 8 pin controller)

0-255

©2020 Timesys Corp.

command: set_mode 6 “data”: write
output: {*result”: “success”, “data”:"write”}

command: get_mode 6
output: {*result”: “success”, “data”: “read”}
note: 0 is considered 'write', and 1 is considered 'read’ for Timesys lab

controller

command: write 6 0

output: {*result”: “success”, “data”: “0"}

command: read 6

9, ” W

output: {*result”: “success”, “data”: “0”}

command: set_ mode_mask 255 170
output: {“result”: “success”, “data”: “170”}

command: get_mode_mask 255
output: {*result”: “success”, “data”: “170"}

command:write_mask 255 42
output: {“result’: “success”, “data”: “42”}

command: read_mask 255
output: {*result”: “success”, “data”; “42”"}

Sys®



Excerpt from gpio_test.sh:

# DUT Pin 20 is set in DUT_GPIO_NUM
# Lab Controller GPIO Pin 6 is set in LAB_GPIO_NUM and connected to DUT Pin20
test desc4="write a 1 to gpio $DUT_GPIO_NUM"

# write to the DUT GPIO using sysfs
echo 1 >/sys/class/gpio/gpio${DUT_GPIO_NUM}/value

# read lab controller
URL=https://${LAB_SERVER}/api/${BOARD_NAME}/gpio/read/${LAB_GPIO_ NUM}
value=$(wget -q -O- SURL | jq '.data’)

echo "# value read from lab endpoint=$value"

if [ "$value" = 1] ; then
echo "ok 4 - $test_desc4”
else

echo “not ok 4 - $test_desc4”
fi

www.timesys.com ©2020 Timesys Corp.
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List Devices

Allocate Device

Device Power ON

Device Power Status

Device Power OFF

Function

www.timesys.com

ebf list devices

ebf <Device Name> allocate

ebf <Device Name> power on

ebf <Device Name> power status

ebf <Device Name> power off

CLI command

http://{lab server}/api/devices/

http:/{lab server}/api/devices/<DeviceName>/assign/

http://{lab server}/api/devices/<DeviceName>/power/on/

http:/{lab server}/api/devices/<DeviceName>/power/

http://{lab server}/api/devices/<DeviceName>/power/off/

REST API

EBF CLI is implemented using the REST API

©2020 Timesys Corp.
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Differentiating Test Framework interface from test interface
Some actions are performed by the Test Framework:
run, upload, download
Some actions are performed by the test:
gpio operations (set direction, read, write)
Different frameworks put control of operations in different places

Determining pre-defined data vs. discovered data
Example: Currently hardcode GPIO numbers for DUT and lab endpoint
Would be better to discover mapping between them
Will be different per lab (depends on wiring)

Supporting full range of operations:
Fuego needs recursive file copy, but REST API only supports single file
Worked around the issue, but need to decide exact features for API
ie — Refine the API

Needs integration with larger Cl loop

_ ‘ . ®
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Have demonstrated basic concept

Need to create APIs for other lab resource types (other endpoints)
Pretty sure many resources will use “start capture”, “end capture”, and
"get_log" actions
e.g. power measurement, audio capture, video capture
Decide resource-specific actions to support
e.g For a power measurement resource, only support “get _log”, or
support aggregate operations, like “get_max_power”?

Run different tests, and see what issues crop up

_ ‘ - ®
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Have demonstrated basic concept

Need to create APIs for other lab resource types (other endpoints)
Pretty sure many resources will use “start capture” and “end capture”
actions
e.g. power measurement, audio capture, video capture
Decide resource-specific actions to support
e.g For a power measurement resource, only support “get _log”, or
support aggregate operations, like “get_max_power”?

Run different tests, and see what issues crop up

Convince other labs and frameworks to adopt API
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Have demonstrated basic concept

Need to create APIs for other lab resource types (other endpoints)
Pretty sure many resources will use “start capture” and “end capture”
actions
e.g. power measurement, audio capture, video capture
Decide resource-specific actions to support
e.g For a power measurement resource, only support “get _log”, or
support aggregate operations, like “get_max_power”?

Run different tests, and see what issues crop up

Convince other labs and frameworks to adopt API

Start sharing tests
Profit from a community of tests and results!
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https://github.com/TimesysGit/board-farm-rest-api
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https://github.com/TimesysGit/board-farm-rest-api
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Test of power drawn during test load

1 1. Use REST API to control the lab
resource end point
a) start measuring

2. Start DUT test load

3. Use REST API to control the lab

DUT resource end point

a) stop measuring

b) collect the results

Lab

Lab Resource

power monitor

Test or framework can analyze power
log for test pass/fail condition

Power measuring lab

) Analysis does not need to be done on
end point

DUT

. 81
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2,4,5

1,3.5

Lab

Lab Resource

Serial

www.timesys.com

DUT 1
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Test of Serial hardware

RS232
1. Use REST API to configure
lab resource as Rx or Tx,
and baud rate
2. Use local commands to set
DUT serial RX or TX and
baud rate
Initiate capture
Initiate transmission
End capture, collect log
Compare transmission vs
capture data

SN B

Can also test RS485 (multi drop)
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2
DUT 1
é Lab 1 ;
5 ~-.._netperf client ;
? Resource Ethemet gpd point
netperf server
: Ethernet end point . !
i P IP address of DUT end point .

. IP address of Lab source
\"'~en\q_point

long term - allocate this

to a particular test run.or
DUT (multiplexing is built ™~
into the bus)

www.timesys.com
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DUT 2

netperf client
Ethernet end point
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Test Network Performance

1. REST API to control lab
resource endpoint
1. start netperf
2. reserve for use by DUT 1
2. Start netperf client
1. communicate server endpoint
address
2. collect log
3. REST API to control the lab
resource end point
1. release or stop netperf server
4. Can reassign netperf server to a
different DUT for a subsequent
test
1. i.e, the resource is
multiplexed between DUTs
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