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Problem Statement 

• Low Performances on Hardware Accelerated Encryption: 

Max Measured 10MBps 

• Expectations: 90 MBps 

• Software Based Encryption Measured: 25 MBps 

 

WHY IS HARDWARE ACCELERATED ENCRYPTION SO 

SLOW? 



CONTEXT DESCRIPTION 



Choice of Hardware or Software 

Encryption 

User Space 

Kernel Space 

Crypto API 

Software Encryption 

Hardware Encryption 

Linux version 3.0.8 



Kernel Knowledge of Encryption 

Algorithms 
• Algorithm registration (AES, DES, CBC,…) 

in kernel, 

• cat /proc/crypto shows registered drivers 

choice: 

Driver 
registered 



Use Case: Public AES Encryption 

Crypto API SMC 

sDMA  

driver 

AES  

driver 

OMAP 4 

SoC 

Hardware 

Software Generic to the Kernel 

Software Specific to OMAP Platform 



Use Case AES CBC Public  

Encryption Flow Single HiB 128-bit Key 

Buffer 

Clear 

in DDR 

Buffer 

Encrypted 

in DDR 

Encryption 

Identical  

Address 

sDMA AES 

Metric: Number of Buffer Encryptions in 1 Second 



Metric: Number of Encryptions Over  

1 Second 

• Buffer Sizes: 64 Bytes / 256 Bytes / 512 Bytes / 1024 Bytes 

• AES Block Size: 16 Bytes 

• AES Input Buffer: 16 Bytes, Ping and Pong Buffer, 

• AES Output Buffer: 16 Bytes, Ping and Pong Buffer. 

0 1 second 
SW 

Configuration 

HW 

Encryption 

SW 

Cleanup 

Encryption of 1st Buffer 

SW 

Configuration 

HW 

Encryption 

SW 

Cleanup 

Encryption of 2nd Buffer 

Software Contribution 
Hardware 

Contribution 



AES Hardware Diagram 

Encryption 
Engine 

Input Buffer Ping 

Input Buffer Pong 

Output Buffer Ping 

Output Buffer Pong 

AES Module Input 
Port 

Output 
Port 



Software Contribution 

• Buffer Allocation in cacheable bufferable memory area, 

• sDMA configuration 

• AES Configuration 

• End of Encryption Interrupt Handling 



sDMA to AES Data Path:  

Input Channel 

DDR 

AES Input Buffer 

Buffer 

sDMA 

Internal 

FIFO 

RD WR 

F1 

F2 

F3 

F1: OCP RD Request from sDMA 

F2: RD Data from DDR Buffer 

to sDMA Internal FIFO 

F3: WR Req and Data from sDMA  

Internal FIFO to AES Input Buffer 



sDMA to AES Data Path:  

Output Channel 

DDR 

AES Output Buffer 

Buffer 

sDMA 

Internal 

FIFO 

RD WR 

F4 

F5 

F6 

F4: OCP RD Request from sDMA  

F5: RD Data from AES Output Buffer 

to sDMA Internal FIFO 

F6: WR Req and Data from sDMA  

Internal FIFO to DDR Buffer 



Single 16 Byte Buffer Encryption:  

Theory 

• Latency for sDMA RD expected to be around 50 L3 cycles round trip hence 25 cycles 
response only, input from simulation, 

• sDMA WR to AES in: 20 cycles round trip, 

• Latency for AES CBC 16-byte Encryption: 33 L3 cycles,  

• sDMA RD to AES out: 20 cycles round trip, 

• Latency for sDMA WR expected to be around 50 L3 cycles round trip hence 25 cycles 
response only 

• Total Latency Expected for Single 16 Byte Block Encryption 123 L3 cycles at L3 
target agent to DMM Boundary, ballpark figure. 

sDMA 

start 

sDMA RD 

DRAM 

AES 

Encryption 

sDMA WR 

DRAM 

time req resp req 

resp 

sDMA WR 

AES 
sDMA RD 

AES 

F1 F6 



Theory: 

64 Byte Block Encryption = 4x16 Byte Bursts 
sDMA 

start 

sDMA RD 

DRAM 

AES 

Encryption 

sDMA WR 

DRAM 
time 

Burst 1 

sDMA RD 

DRAM 

AES 

Encryption 

sDMA WR 

DRAM 
time 

Burst 2 

sDMA RD 

DRAM 

AES 

Encryption 

sDMA WR 

DRAM 
time 

Burst 3 

sDMA RD 

DRAM 

AES 

Encryption 

sDMA WR 

DRAM 
time 

Burst 4 

1st sDMA RD AES Burst 1 AES Burst 2 AES Burst 3 AES Burst 4 4th sDMA WR 



Theoretical Throughput:  

Expectations 

Buffer size  

(Byte) 

Theory  

(L3 

cycles) 

Theory 

Throughput 

(MBps) 

16 123 26 

64 222 57 

256 618 82 

512 1146 89 

1024 2202 93 

• SW overhead negligible 

• Latencies to and from DDR hidden 
by pipelining 

• Throughput should be close to 
96MBps with L3@200MHz: 

• 33 L3 cycles for AES CBC encrypt 

• 16 Bytes per 165 ns (33 * 5 ns) 

• For small buffer add cost of initial 
request and last request to DDR 

 
 



ON BOARD ANALYSIS 

Default Configuration 
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Environment  

• Blaze SEVM OMAP 4460 ES 1.1 HS 

• Ice Cream Sandwich Daily Build 384 

• MSHIELD-DK-LITE v1.7.5 

• OPP 100 

• MPU@700MHz, L3@200MHz 

• Basic OS and Screen (On and OFF) Activity on Platform 



Measurements Default  

Configuration 

64  

Byte 

Buffer 

256  

Byte 

Buffer 

512  

Byte 

Buffer 

1024  

Byte 

Buffer 

Number of 

Buffer 

Encryptions 

per Second 

10278 10065 8377 7625 

Time for a 

single Buffer 

Encryption 

(us) 

97.29 99.35 119 131 

Throughput 

(MBps) 

0.65 2.57 4.28 7.8 



OCP Watchpoint 

• What is it? 

• Hardware Probes Logging OCP Transactions 

• What Information can they Extract? 

• Transaction Type: RD/WR/WRNP 

• Address 

• Initiator 

• Time of Transaction Occurrence 

• Where are they? 

• DDR Boundary, L4, GPMC 

 



Actual Hardware Duration Measured ! 

• Not Measured from MPU Perspective 

• Measurement Made Using HW Instrumentation 

• OCP Watchpoints embedded in L3 used 

• OCP Watchpoint Probe to SDRAM used 

0 1 second 
SW 

Configuration 

HW 

Encryption 

SW 

Cleanup 

Encryption of 1st Buffer 

SW 

Configuration 

HW 

Encryption 

SW 

Cleanup 

Encryption of 2nd Buffer 

Software Contribution 
Hardware 

Contribution 



Single 16 Byte Buffer Encryption:  

Reality 

sDMA RD 
sDMA WR 



Interpretation of OCP WP  
• Path to End OCP Trace: L3->DebugSS->STP->PTI->Lauterbach 

• Best case ~0.21 us between 2 traced ocp requests 

• Big gaps are better represented than small ones 

• When OCP Transactions Throughput > Throughput of OCP WP => 

overflow 

 

 

time to packetize an ocp req 

timeline ocp requests 

timeline ocp wp packets 

timeline ocp req through  

ocp wp 



256 Byte Buffer Encryption:  

Reality 

sDMA RD 
sDMA WR 

256B  

buffer 



Interpretation of OCP WP Trace: Differentiation 

Between SW Contribution and HW Contribution  

• SW Contribution ~ 80 us 

• SW Contribution Big, Measurement Through OCP WP 

Relevant 

• HW Contribution: the more transaction, the more the 

average is relevant 

• 1024 Byte Buffer provokes OCP WP Overflow 

• Trace shows that RD and WR requests alternate one to one 

• sDMA prefetch not enabled 
 

 

 



sDMA Input Channel: Reality with 256 Bytes Buffer 

-0012437933 |  |         AD:85C84100 mc-wrnp 

-0012437894 |  |         AD:85C84010 mc-rd 

-0012437871 |  |         AD:85C84020 mc-rd  

-0012437848 |  |         AD:85C84010 mc-wrnp                

-0012437825 |  |         AD:85C84030 mc-rd 

-0012437802 |  |         AD:85C84020 mc-wrnp                

-0012437779 |  |         AD:85C84040 mc-rd                  

-0012437756 |  |         AD:85C84030 mc-wrnp 

sample # 
ocp transaction 

hex address 
ocp req  

type 
Last Transaction Previous Block 

First Transaction Current Block 

RD Burst 1 to ping input buffer 

 RD Burst 2 to pong input buffer 

 WR Burst 1 

 RD Burst 3 

 WR Burst 2 

Trace Extracted Through OCP WP Activated on sDMA RD  

and sDMA WR to DDR 



Measurements Default Configuration (2) 

64  

Byte 

Buffer 

256  

Byte 

Buffer 

512  

Byte 

Buffer 

1024  

Byte 

Buffer 

Number of Buffer 

Encryptions per 

Second 

10278 10065 8377 7625 

Time for a single 

Buffer Encryption 

(us) 

97.29 99.35 119 131 

Throughput 

(MBps) 

0.65 2.57 4.28 7.8 

Hardware 

Throughput 

(MBps)* 

3.7 13.23 13 20 

*Buffer size / (time per Buffer – 80us) *16 byte buffer jittery measurement 



SDMA CONFIGURATION 

MODIFICATION 

Goal: Improving Hardware Contribution 



sDMA Configuration Modification  

• Prefetch enabled  

• Logical Channel Fifo Size Increase 

• Move from Write posted to Write posted with last non 

posted 

• Setup stays Identical 



sDMA Input Channel Config: Prefetch ON and  

FIFO size Increased with 256 Bytes Buffer 

-0009281077 |  |         AD:863C8100 mc-wrnp 

-0009281038 |  |         AD:863C8010 mc-rd 

-0009281015 |  |         AD:863C8020 mc-rd                  

-0009280992 |  |         AD:863C8030 mc-rd 

-0009280969 |  |         AD:863C8040 mc-rd 

-0009280946 |  |         AD:863C8050 mc-rd                  

-0009280923 |  |         AD:863C8060 mc-rd 

-0009280900 |  |         AD:863C8010 mc-wrnp 

-0009280877 |  |         AD:863C8070 mc-rd 

-0009280854 |  |         AD:863C8020 mc-wrnp 

-0009280831 |  |         AD:863C8080 mc-rd 

-0009280808 |  |         AD:863C8030 mc-wrnp 

sample # 

ocp transaction 

hex address 

ocp req  

type 

Trace Extracted Through OCP WP Activated on sDMA RD  

and sDMA WR to DDR 

RD Burst 1 

 RD Burst 2 

 WR Burst 1 

 RD Burst 3 

 WR Burst 2 

Last Transaction Previous Block 

 RD Burst 4 

 RD Burst 5 

 RD Burst 6 

 RD Burst 7 



Interpretation of OCP WP Trace Prefetch ON 

• 6 RD Transactions at start of Buffer Encryption 

• 2 RD Transactions go into AES Input Buffer: Ping and 

Pong 

• 4 are stored in sDMA FIFO 

• Address Difference between RD and WR shows that 

sDMA contains Data to write to AES in advance 



Raw Results with Prefetch On  

sDMA 

FIFO in 

64-bit 

words 

 

Prefetch Tcrypt: number of buffers per second 

(always same conditions) 

64 B 

Buffer 

256 B 

Buffer 

512 B 

Buffer 

1024 B 

Buffer 

16 OFF 10278 10065 8377 7625 

16 ON 11049 10074 8364 8312 

64 

 

ON 11076 10144 8411 8330 

+10% overall for 1024 Bytes Blocks 

other Block Sizes unchanged 



Interpreted Result with Prefetch ON 

Metric Prefetch  sDMA 

FIFO 

Size 

(64 bit 

words) 

64  

Byte 

Buffer 

256 

Byte 

Buffer 

512 

Byte 

Buffer 

1024 

Byte 

Buffer 

Number of 

Buffers 

Encrypted in 1 

second 

ON 64 11076 10144 8411 8330 

Time per 

Buffer HW 

Encryption 

(us) 

ON 64 10.29 18.58 38.89 40.05 

Hardware 

Throughput 

ON 64 6.22 13.78 13.16 25.57 

+25% Hardware Throughput for 1024 Bytes Blocks 

other Block Sizes unchanged 



Trial: sDMA started before AES 

SW HW Initially 

SW Modification 

HW 1 

• sDMA early start allows more time for prefetch 

AES config sDMA config 

AES config sDMA config 

HW 2 



OCP WP Trace with sDMA Early Start 256 Bytes 

256 byte 

Buffer RD and WR 

Complete 256 

Byte Buffer 

Prefetched 



Results various sDMA Configurations 

• sDMA early start: No performance improvement  

• Set channel in and channel out to high priority: gain for 

512 bytes buffer and 1024 bytes buffer 

• Thread reservation: 

• channels high priority 

• one thread reserved read and one thread reserved write 

• arbitration rate of 1 

• No Benefit 

• Write posted (all except last of transfer) instead of write 

non posted for ALL logical channels: no benefit  
 



End Result sDMA Configurations 

64  

Byte 

Buffer 

256  

Byte 

Buffer 

512  

Byte 

Buffer 

1024  

Byte 

Buffer 

Number of Buffer 

Encryption per Second 

11426 10709 10696 8813 

Time for a single Buffer 

Encryption (us) 

87.52 93.38 93.49 113.47 

Throughput 

(MBps) 

0.73 2.74 5.47 9.02 

Gain from Default 

Config 

12% 6% 28% 15% 

Note Hardware and Software Contributions 

cannot be differentiated because sDMA is 

started before AES is enabled. 



Conclusion sDMA Configuration 

Configuration Used in Optimal 

Configuration on 

Board with no 

Concurrent Traffic 

Recommended to 

use in Production 

Software 

Positive Impact 

Anticipated in 

Loaded Platform 

sDMA early start Yes Yes Yes 

Input and output 

channel high priority 

Yes Yes Yes 

Thread Reservation No Yes Yes 

Write Posted except 

Last 

No Yes Yes 

Prefetch ON Yes Yes Yes 

FIFO Size @ 32 No Yes Yes 

Packet 

Synchronization 

No Yes Yes 

Strongly recommended modifications 



BACKUP 
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• OMAP4460 ES1 Public TRM v0 
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Acronyms 

• AES: Advanced Encryption Standard 

• CBC: Cipher Block Chaining 

• DDR: Double Data Rate 

• DMA: Direct Memory Access 

• DMM: Dynamic Memory Management 

• L3: Interconnect Level 3 (Level 1 and 2 being caches) 

• OCP: Open Core Protocol 


