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Nature of this talké

ÅQuick overview of lots of embedded topics

ÅA springboard for further research
ÅIf you see something interesting, you have a link 

or something to search for

ÅNot comprehensive!
ÅJust stuff that I saw
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Kernel Versions

ÅLinux v5.1   ï 5 May 2019   ï63 days

ÅLinux v5.2   ï 7 Jul   2019   ï63 days

ÅLinux v5.3   ï 15 Sep 2019  ï70 days

ÅLinux v5.4   ï 24 Nov 2019  ï70 days

ÅLinux v5.5   ï 26 Jan 2020  ï63 days

ÅCurrent kernel = v5.6-rc4
ÅMerge window is closed ïno new features for 5.6

ÅExpect 5.6 kernel on March 29 or April 5
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Linux v5.1

ÅDeprecating support for a.out binaries
Åhttps://www.phoronix.com/scan.php?page=news

_item&px=Linux-Dropping-A.Out

ÅUse ELF from now on

ÅLots of DRM changes
Åhttps://www.phoronix.com/scan.php?page=news

_item&px=Linux-5.1-DRM-Changes

ÅMore Y2038 work
ÅMore syscalls with 64-bit time values
ÅSee

https://git.kernel.org/pub/scm/linux/kernel/git/torvald
s/linux.git/commit/?id=b1b988a6a035 for a list of 
new syscalls (20 of them)

https://www.phoronix.com/scan.php?page=news_item&px=Linux-Dropping-A.Out
https://www.phoronix.com/scan.php?page=news_item&px=Linux-5.1-DRM-Changes
https://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git/commit/?id=b1b988a6a035
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Linux v5.1 (cont.)

ÅEnergy-Aware scheduling
ÅNew sysctl knob 

(/sys/kernel/sched_energy_aware)

ÅDocumentation/scheduler/sched-energy.txt

ÅDocumentation/power/energy-model.txt

ÅImproved idle behavior in tickless systems
ÅAdded timer-events oriented (TEO) CPU-idle 

governor
ÅUses timer interrupts timing instead of device interrupt 

timing for predicting next wake-up

ÅSee https://lwn.net/Articles/775618/

https://lwn.net/Articles/775618/
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Linux v5.1 (cont1.)

ÅModification to memfd for Android use case
ÅAdd F_SEAL_FUTURE_WRITE operation for 

memfd regions
ÅCaller can continue to write to region, but others canôt

ÅWant to eliminate use of ashmem (legacy 
Android memory manager)

ÅF2FS has a new mode bit that disables copy-
on-write behavior for a file (F2FS_NOCOW_FL)
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Linux v5.2

Åext4 supports case-insensitive lookups

ÅNew system calls for filesystem mounting
ÅSee https://lwn.net/Articles/759499/

ÅSupport for ARM Mali GPUS

ÅNew ñmitigations=ñ command-line option to 
control speculative execution features

ÅImproved support for gcc ó-Wimplicit-
fallthroughô

ÅLots of BPF improvements

ÅPressure stall monitors added

https://lwn.net/Articles/759499/
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Pressure stall monitors

ÅAllow user-space to detect and respond quickly 
to memory pressure
ÅMonitor writes a stall notification specification to 

/proc/pressure/memory
Å Indicates to the kernel what frequency to check for 

stalls (which can be as little as .5 seconds)

ÅMonitor receives stall notification events (via 
poll())
ÅAndroid can use this to detect memory 

pressure and kill processes before the device 
becomes sluggish
ÅSee https://lwn.net/Articles/775971/
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Linux v5.3

ÅNew pidfd feature ïto handle pid reuse

ÅScheduler utilization clamping
Å(see next slide)

Å0.0.0/8 IPv4 address support
ÅAllows 16 million new IPv4 addresses

ÅAdded CONFIG_PREEMPT_RT
ÅBut not the final code yet

Åinit_on_alloc and init_on_free boot options
Åpre/post-initialize memory from heap allocations

ÅSee https://kernelnewbies.org/Linux_5.3

https://kernelnewbies.org/Linux_5.3
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Scheduler utilization clamping

ÅExtension to Energy Aware Scheduling

ÅAllows specifying minimum or maximum 
frequency for a process

ÅCan clamp user-visible (foreground) tasks to 
high minimum frequency

ÅCan clamp background tasks to low 
maximum frequency

ÅHelps conserve power while still keeping 
responsiveness

ÅSee https://lwn.net/Articles/762043/

https://lwn.net/Articles/762043/
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Linux v5.4

ÅEROFS graduated from staging

ÅexFAT added to staging

Åfs-verity feature added

Åboot-time entropy fix
ÅFix for commit that was reverted in late 5.3

ÅPrevents get_random() from blocking on boot

ÅImplementation based on clock jitter, by Linus 
himself

ÅSee https://lwn.net/Articles/802360/

https://lwn.net/Articles/802360/
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Linux v5.5

ÅARM64 has full support for ftrace

ÅMIPS supports kcov ïcoverage analysis

ÅKUnit testing framework added

ÅCPU schedulerôs load-balancing algorithm 
was replaced
ÅFollow-on to PELT (Per Entity Load Tracking) 

work
ÅSee https://lwn.net/Articles/732021/ for PELT info

Åsysctl() system call was removed
ÅUse /proc/sys/... instead

https://lwn.net/Articles/732021/
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Linux v5.6

ÅWireGuard VPN feature added to kernel

ÅWork on 2038 issues for ALSA
ÅNew 64-bit structure for some operations

ÅMechanism to disable SELinux at module 
load time is deprecated (system runtime)
ÅPlan is to add a painful delay (increasing with 

each kernel release) in order to discourage 
future use

ÅBootconfig tool to add super-long command-
lines arguments to kernel

ÅF2FS gained support for compression
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Interesting stats

Å285 new contributors in 5.5
ÅDevelopers who have never contributed before

ÅThe top 3 ñreported-byò lines for bugfixes are 
for automated testing systems

ÅAt least 14% of commits are fixes for bugs

ÅSee https://lwn.net/Articles/798505/

Test system Reported-bys Percent

Hulk Robot 164 15.7%

Syzbot 125 12.0%

kbuild test robot 102 9.8%

Å Table data from:
https://lwn.net/Articles/810639/

https://lwn.net/Articles/798505/
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More stats

Å90% of kernel developers are paid by their 
employer to work on the kernel
ÅBut there are areas that no one is paid to work 

on (dedicated)
ÅE.g. There is no paid documentation person or team

ÅThereôs still a lot of anxiety about unsupported 
or under-resourced areas of the kernel
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Technology Areas

ÅAudio

ÅBPF

ÅDocumentation

ÅFilesystems

ÅGraphics

ÅLanguages

ÅMemory

ÅSecurity

ÅTesting

ÅTracing

ÅToolchains

ÅTools

ÅBuild Systems
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Audio

ÅWork in ALSA drivers to support new 64-bit 
structures
ÅOne benefit is cleanup of fields to avoid year-

2038 problems

ÅNew patch proposed for Qualcomm 
protection domain restart helpers
ÅFeature specific to qualcomm SoCs

ÅAllows AVS Audio to run in a separate address 
space
ÅCan crash&recover without disrupting other domains
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BPF

ÅReplacing kernel operations structures
ÅAbility to replace a structure of function pointers

ÅCan load new functions as BPF modules

ÅCan create a structure in user-space to override the 
current in-kernel structure

ÅUse a BPF program to replace the in-kernel structure

ÅCaveats:
ÅMust be a structure pre-designated to support this 

kind of replacement

Å Is only used for TCP congestion-control algorithms 
(for now)

ÅSee https://lwn.net/Articles/811631/

https://lwn.net/Articles/811631/
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BPF (cont.)

ÅBook Review: BPF Performance Tools
ÅLooks like a nice book, and lots of neat tools

ÅA sign that BPF should probably be taken seriously

ÅSee https://lwn.net/Articles/813114/

ÅRecent discussions about BPF integration with 
LSM for kernel runtime security instrumentation 
(KRSI) patch set
ÅKRSI needs high performance (wants a special 

mechanism to replace crypto calls with static jumps)

ÅLSM wants general mechanisms (no special cases for 
BPF)

ÅSee https://lwn.net/Articles/813261

https://lwn.net/Articles/813114/
https://lwn.net/Articles/813261
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Documentation

ÅGood article on how to contribute to kernel 
documentation:
Åhttps://lwn.net/Articles/810404/

ÅSpecific Tasks:
ÅRemove all warnings
ÅSpecific tips on how to address changes required in 

kerneldoc messages

ÅAdd unreferenced kerneldoc info
ÅUse scripts/find-unused-docs.sh

ÅFix typos
ÅThis is a good place to start to learn process

ÅLeave some typos for other beginners

https://lwn.net/Articles/810404/
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Documentation Tasks (cont.)

ÅSpecific Tasks (cont.):
ÅRemove, fix or tag outdated documentation
ÅLots of old stuff

ÅOrganize content into better groups
Å Improve HTML look
ÅImprove the style-sheet for HTML output

ÅMake rst2pdf tool work with kernel docs
ÅWrite more documentation
ÅStill lots of undocumented areas

ÅWould be nice to have automated testing to 
indicated ñhealth statusò of kernel docs
ÅSee this video, from kernel recipes 2019:
Å https://www.youtube.com/watch?v=1LuAIUKqKDk
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Side note on Japanese Docs

ÅJapanese translations of some docs are 
available
ÅSee Documentation/translations/ja_JP

ÅThere was an effort in 2007 to do Japanese 
translation

ÅIôm not sure what happened to that effort
ÅWesbsite http://www.linux.or.jp/JF/ no longer 

works

ÅYou might ask Tsugikazu Shibata about the 
status of the docs.  He did some work in the 
Japanese docs in 2017.

http://www.linux.or.jp/JF/
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Filesystems

ÅF2FS gets compression (already mentioned)

ÅNew io_uring system for asynchronous I/O
ÅAlready have AIO system ïthis one is better

ÅA ring buffer is shared between kernel and user-
space

ÅUser-space can stuff opcodes (commands) into the 
buffer, and the kernel can execute them, without 
any syscalls

ÅMore complex operations are envisioned using BPF
ÅThatôs under heavy discussion

ÅSee https://lwn.net/Articles/810414/
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Graphics

ÅPanfrost driver for ARM Mali GPUs
ÅOpen Source driver

ÅSome support by ARM for development work

ÅSupport for Mali T720, T820 and T860

ÅSupport for normal desktops (including Wayland)

ÅCurrently only support for OpenGL ES <= 2.0

ÅDoes not support Vulkan yet

ÅSource: LinuxConfAU talk by Robert Foss
Åhttps://linux.conf.au/schedule/presentation/68/
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Graphics (cont.)

ÅñEverything Awesome about GPU Driversò
ÅLinuxConf AU talk by Daniel Vetter

ÅGood overview of state of Linux kernel graphics 
stack

ÅSource: 
https://linux.conf.au/schedule/presentation/86/
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Languages

ÅPython
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Python

ÅPython 2 is now unsupported
Å(since Jan 1, 2020)

ÅThere are lots of resource to help with 
conversion to Python 3
Åñ2to3ò tool, online guides, etc.
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Python in embedded

ÅSnek by Keith Packard
ÅNew language - subset of Python

ÅMade to run on Arduinos and other low-end 
systems

ÅCan squeeze down to about 32kB without math 
functions

ÅSee https://lwn.net/Articles/810201/

ÅMicroPython = decent subset of python for 
embedded
Å100s of kBs

ÅThere are variations like CircuitPython

https://lwn.net/Articles/810201/
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Memory

ÅFacebook contributing OOMD to systemd
ÅFacebookôs OOMD is a replacement for Linux 

OOM handler
ÅFaster and more configurable

ÅPlan to contribute to systemd so itôs 
automatically integrated into most Linux 
distributions

ÅProbably take about 1 year to show up

ÅSee 
https://www.phoronix.com/scan.php?page=news
_item&px=Systemd-Facebook-OOMD
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Security

ÅControl-flow integrity for the kernel
ÅNew patch set for kernel hardening
ÅNot mainlined yet ïitôs in development

ÅReduce ability to redirect code execution
ÅValidate function pointer or return address on heap 

or stack
ÅCompiler can collect function pointers into tables 

that are verified before being used
ÅArm has support for ñshadow stacksò
ÅOnly stores return addresses
ÅShadow stack location is kept secret to prevent 

tampering
ÅRequires Clang (LLVM 10) support for latest 

features
ÅSee https://lwn.net/Articles/810077/
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Security (cont.)

ÅKernel Runtime Security Instrumentation 
(KRSI)
ÅAllows to mitigate a security attack while itôs in 

progress

ÅProvides flexible hook for monitoring and 
mitigation

ÅImplemented as LSM that can run eBPF
programs

ÅSee https://lwn.net/Articles/798157/

ÅRecent news:
ÅDisagreements between LSM and BPF developers 

over ways to enhance performance
Å See BPF section

https://lwn.net/Articles/798157/
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WireGuard VPN tunnel

ÅFaster and simpler than Ipsec and OpenVPN

ÅAim is to be as easy to use as SSH
ÅSimple generation of public/private key pairs

ÅSimilar mode of distribution for public keys

ÅUses Linux ip commands to set up tunnel

ÅAllows roaming by both sides of tunnel

ÅUses state-of-the-art cryptography
ÅHigh-speed cryptography, suitable for embedded

ÅAmenable to security audits
ÅDue to much simpler code base
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Testing

ÅKselftest

ÅKunit test framework

ÅLinux Test Project

ÅUpdate on testing collaboration
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Kselftest

ÅSub-system test code inside kernel source 
tree

ÅRecent work:
ÅWorking on making sure tests cross-compile 

and install
ÅBpf is particularly difficult ïit often requires the very 

latest (unreleased) LLVM compiler

ÅGoal is to run with KernelCI

ÅAlso trying to reduce output differences
ÅSome tests never adopted TAP format, like they 

were supposed to
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Kunit test framework

ÅSet of patches for kernel unit testing
ÅAccepted in v5.5

ÅLots of changes recently
ÅAllow tests to run on kernel boot or on module 

load
ÅOriginally tests were configured to run on a UML 

kernel (not on real hardware)

ÅChanges to put log output into debugfs

ÅAddition of KASAN (kernel address sanitizer) 
tests to Kunit
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Linux Test Project (LTP)

ÅAdding syzkaller reproducers to LTP
ÅSyskaller is a fuzzer that creates C programs to 

find kernel oopses

ÅIt saves all the ones what ñworkò
ÅCalled óreproducersô
ÅThere are thousands of them

ÅLTP and syskaller developers working to add 
the reproducers to LTP

ÅResult will be a nice regression test to make 
sure that the bug doesnôt come back in
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Testing Collaboration

ÅñThe magical fantasy land of Linux kernel 
testingò
ÅPresentation by Russell Currey at LinuxConf AU

ÅGood overview of kernel testing landscape
ÅTest matrix is very large

ÅLots of different stakeholders
ÅDevelopers, maintainer, distros, end-users

ÅPeople are starting to work together, but itôs 
slow progress

ÅFirst collaboration=unified results format

ÅSource 
https://linux.conf.au/schedule/presentation/106/
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Tracing

ÅNew Bootconfig system
ÅExtra boot configuration

ÅAllows passing a large set of options to the 
kernel during boot
ÅWas not a good fit for device tree

ÅPasses a tree-structured key-value list

ÅData is loaded with initrd

ÅUsed primarily to pass kernel command line 
items for ftrace and early tracing

ÅMainlined in 5.6

ÅSee https://lwn.net/Articles/806002/
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Tracing (cont.)

ÅBabeltrace 2.0 released
ÅNew version of the babeltrace trace 

manipulation toolkit

ÅFor viewing, converting, transforming, and 
analyzing traces

ÅSee https://lwn.net/Articles/810395/

ÅAnd https://babeltrace.org

https://lwn.net/Articles/810395/
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Kernel tracing overview
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Toolchains

ÅStatic analysis framework for GCC
ÅAnalyses intermediate representation of code

ÅUses a plugin architecture, for now

Å2 facility categories for now:
Åmemory allocation errors

Åfile handling errors

ÅAdds meta-data to the diagnostic message
ÅLots of information about the problem

Åe.g. Can indicate the Common Weakness 
Enumeration (CWE) entry for a problem

ÅSee https://lwn.net/Articles/806099/

https://lwn.net/Articles/806099/
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Tools

ÅContinuing efforts to create tools for bridging 
gap between git and e-mail
ÅNew tool: get-lore-mbox
ÅCan download a thread related to message id into a local 

.mbox format (mail archive)
ÅCan download just the patch in the thread
ÅCan automatically add tags (from different e-mails in the 

thread) to the patch
Å E.g. reported-by, acked-by, tested-by, etc.

ÅVery handy for retrieving patches that were mangled by 
your email system
ÅSee https://lwn.net/Articles/811528/

ÅMore work is going on to make additional tools
Å https://github.com/gitgitgadget/gitgitgadget
ÅConverts from github pull request to e-mail patches


